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AI Risk Assessment Framework

	Introduction


1. What is AI
This tool helps you identify where AI risks might appear in your school across five key areas:
1. Accuracy and hallucinations
2. Academic integrity
3. Equity and bias
4. Overreliance
5. Data protection and privacy (covered in Module 5 but integral to a risk assessment)

	How to use the risk assessment framework



Adapt to your context: This is a flexible framework, not a rigid checklist. Use what's relevant, skip what isn't.

Work in chunks: You don't need to complete this in one sitting. Use it across multiple meetings:

Start with visibility: If you haven't already, use the AI tools register from Module 1 to identify what AI is actually being used in your school (including "shadow IT"). You can't assess risks of tools you don't know exist.

Time needed: 15-20 minutes per risk area, or 10 minutes to answer the three "when NOT" questions only.

	When not to use AI



Before diving into detailed risk assessment, establish your non-negotiables. These three questions help you identify where AI should never be used. They should also be part of your AI in our school document from Module 1. 

Question 1: Does this task require reading emotional cues or building trust?
Examples: pastoral conversations, mental health support, conflict resolution, difficult parent conversations
In your school, which tasks must remain human for emotional understanding and trust?
1. 
2. 
3. 

Question 2: Is this decision high-stakes and irreversible?
Examples: exclusions, safeguarding referrals, university references, SEND assessments
In your school, which decisions are too high-stakes for any AI involvement?
1. 
2. 
3. 

Question 3: Does trust depend on knowing a human made this decision?
Examples: sensitive parent communications, staff feedback, bereavement messages, serious behaviour sanctions
In your school, which communications must clearly come from a human?
1. 
2. 
3. 

Action: Share these boundaries with all staff. Make them visible in your AI policy and AI in our school document. 

	Five risk areas



For each risk area below:
· Read the description
· Note ONE immediate concern in your context (not a tick-list of everything)
· Decide ONE action you'll take (keep it specific and achievable)
· Assign responsibility and deadline

Choose 2-3 risk areas most relevant to your current AI use. You don't need to complete all five.

	Risk 1: Accuracy and hallucinations



What this means: AI can confidently present invented facts, incorrect references, or oversimplified explanations that sound plausible but are wrong.

Common in: Lesson materials, assessment questions, parent communications, research summaries

Different tools, different risks: Purpose-built educational tools with teacher-created content have lower accuracy risks than generic AI tools that generate their own content.

One immediate concern in your context:

One action you'll take:
Example: Introduce fact-checking routine – staff must verify one key claim from any AI output before using it for teaching or external communication

Your action:

Who's responsible: _______________ By when: _______________

	Risk 2: Academic integrity and intellectual honesty



What this means: AI can produce polished work that bypasses genuine intellectual struggle, making it hard to distinguish authentic work from AI-generated content. Also applies to teachers over-relying on AI for planning, leading to professional deskilling.
Common in: Student assignments, homework, teacher planning, coursework
One immediate concern in your context:
One action you'll take:
Example: Require "process evidence" for one major assessment per year group – students submit planning notes showing their thinking

Your action:

Who's responsible: _______________ By when: _______________

	Risk 3: Equity, bias and inclusion



What this means: AI systems can produce biased outputs that disadvantage EAL students, students with SEND, those with non-standard accents, or specific demographic groups.
Common in: Speech recognition tools, AI assessment, adaptive platforms, translation tools
Key question: Not "which groups might be disadvantaged?" but "how will we know if our AI tools are creating barriers for specific students?"
One immediate concern in your context:
One action you'll take:
Example: SEND/EAL leads test our main AI tool with 3-4 diverse students for 20 minutes and report any barriers found

Your action:

Who's responsible: _______________ By when: _______________

	Risk 4: Overreliance and intellectual offloading



What this means: When AI provides easy answers, students and teachers can bypass the productive struggle that builds genuine skill, metacognition and confidence.
Common in: Homework, problem-solving tasks, draft writing, teacher planning
Key question: Are we using AI to support challenge or to avoid it?
One immediate concern in your context:
One action you'll take:
Example: Each department designs one "AI-free" challenge task per half-term with metacognitive reflection built in

Your action:

Who's responsible: _______________ By when: _______________

	Risk 5: Data protection and privacy



What this means: AI tools may store, share, or use student/staff data inappropriately. GDPR requires you to understand data flows, ensure lawful processing, and protect individuals' rights.
Common in: Any AI tool that processes names, work samples, assessment data, or personal information
Critical questions:
· Where is data stored and who can access it?
· Is student data used to train AI models?
· What happens to data when we stop using the service?
· Do we have Data Protection Impact Assessments (DPIAs)?
One immediate concern in your context:
One action you'll take:
Example: Book 20 minutes with Data Protection Officer to review which AI tools process pupil data and confirm DPIAs exist

Your action:

Who's responsible: _______________ By when: _______________
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